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Speech emotion recognition (SER) relies on training
sets that are collected within a limited variety of speak-
ers. As a result, their accuracy drops when tested
with an alien dataset. We present a method that helps
recognizing the personal similarities among similar
speakers so that new speakers can be associated with
a group of similar personalities. First, we group to-
gether the similar by personality speakers using K-
means clustering. Then by using the PSO optimiza-
tion, Support Vector Regression (SVR) model can be
optimized to better differentiate the inter-group differ-
ences while learning intra-group characteristics. Emo-
tional valance, as the target output of the regression
model, is adjusted for each cluster accordingly. Ex-
periments on the RAVDESS dataset, indicate the con-
sistency of recognition accuracy when a new test sub-
ject is tested with a trained regression model thus high-
lighting the importance of the inclusion of dimensions
of personality for SER.

Keywords: speech emotion recognition, personality
analysis, optimization, affective computing

1. Introduction

Studying and understanding the emotions conveyed in
the speech expressions is an important step toward design-
ing dependable human-interactive machines. Machine
learning methods that are usually employed in Speech
Emotion Recognition (SER) require training under super-
vision using some labeled training data. Conventional ap-
proaches for SER generally assume that the feature dis-
tributions between training and testing set are identical
[5, 12]. However, this assumption does not hold in many
real scenarios (see [17]). In recent past, extensive efforts
have been expended by researchers in the area of emo-
tion recognition via speech by recognizing underlining
common features of among different domains of speak-
ers (e.g., [1, 3, 14]). Domains could be varying based on
languages, gender, personality characteristics, and many
other variables. One kind of variation lies in the domain
of personality characteristics of speakers (such as big-five
personality traits [7]), however, there can be many more
different domains based on different kinds of variations.

We focused our research on personality domain varia-
tion under the assumption that personality characteristics
have similar underlying features as the emotional states
and they both have overlapping features to some extent
[26]. Basic emotions are momentary behaviors, whereas
personality traits are expected to remain consistent over a
long period of time. For continuous short-term estimation
of emotions, long-term variables are vital to be consid-
ered [8]. Different methods have already been explored
by many research works to work out these two convoluted
dimensions (e.g., [16, 23]).

In SER, the valance-arousal framework is generally
used to gauge the emotions on a continuous 2D plane [20].
This widely used emotional framework is still being ques-
tioned for their validity and effectiveness. In [25], the or-
dinal nature of emotions has been explored and arguments
are presented in support of relative annotation as opposed
to traditionally used absolute annotation. Many research
works have proposed to use more than two affective di-
mensions to covers emotional space with more precision
[6, 10, 24]. It is probable that the emotional frameworks
on which SER systems measure up a speaker are prone to
variations in the framework itself, which may lead to poor
classification results because not all speakers fall into the
hard defined boundaries of opposing emotions.

Various normalization techniques have already been
experimented with, such as standardizing the min-max
and zero-point for each speaker or for each domain [4].
Normalization leads to better performance across vari-
ous domains so it is already being widely used in SER.
But still, when a new speaker is tested on an already
trained system, it doesn’t work efficiently until it has
collected enough data to learn normalization boundaries.
To solve this cold-start problem, many adaptive solutions
have been proposed recently [3, 14].

Our method is also aimed at solving the cold-start prob-
lem, by associating the new speaker to a group of speakers
in the already trained dataset who have similar person-
alities. Hence the assumption that if two speakers have
similar personalities, their emotions are will sound sim-
ilar. We began this research with a hypothesis that dif-
ferent personality groups of speakers have different min-
ima, maxima, and mean as compared to the global min-
ima, maxima, and mean on the emotional valance scale.
By controlling the variable of personality groups, we can
minimize the variation in valance for each group’s differ-
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ent emotions.
The rest of the paper is organized as follows. In Section

2, the proposed framework is explained which includes
personality clustering, emotional valance regression, and
emotional valance optimization for each personality clus-
ter. Then in Section 3, experiments on the RAVDESS
dataset are explained and then results are analyzed.

2. Proposed Framework

In an attempt to recognize differences while control-
ling the commonalities, we use Big-five personality traits
and gender as the commonalities among a group of speak-
ers while differentiating their basic emotions. Our method
optimizes the valance value of different emotions to better
suit their respective group of speakers who have similar
personalities. It trains the valance regression model such
that the target output valance is adjusted for each different
group’s each emotion. Figure 1 shows a simplified flow
diagram of our proposed framework. In essence, to better
recognize the basic emotions, our model utilizes the esti-
mated prediction of gender and personality classification
to compensate for the variations among different groups
of speakers. The overview of the approach is as follows.
First, by using K-means clustering we group together the
speakers who have been annotated with similar personal-
ity traits. Then we create an initial regression model us-
ing SVR with initial emotional labels as the target output.
Then for each cluster, we use the particle swarm optimiza-
tion (PSO) for optimizing the emotional framework. The
optimized valance label Vc,e for a certain cluster’s certain
emotion is explained in scalar terms as

Vc,e =Vi,e +Rc,e . . . . . . . . . . . . (1)

where c is the cluster index, e is the index of basic emo-
tions (i.e., neutral, calm, happy, sad, angry, fearful, dis-
gust, surprised), Rc,e is the scalar difference of cluster c’s
emotion e from the initial target valance Vi,e of emotion
e. It should be noted that since each person is somewhat
unique than everyone else, so there will always be dif-
ferences among the individuals of a group. Individuals
within the same group may have few similar traits but they
might vary in other unaccounted domains or traits. Higher
the similarity index of a group, higher will be the control
of our personality controlling variable.

2.1. Similar Speakers Clustering
Our training model requires personality and gender la-

bels (many other factors can be included depending on the
availability of the annotated dataset). While gender is a
dichotomous variable, personality varies on a spectrum of
five dimensions (O.C.E.A.N) [7]; namely Openness, Con-
scientiousness, Extraversion, Agreeableness, and Neu-
roticism. There can be many clusters of speakers depend-
ing on the variations in annotation and parameters of clus-
tering methods, therefore for some reduction in the clas-
sification depth is needed in order to make groups bigger.

Personality dependant

emotional state

Extract acoustic speech features

with 40ms sliding window and

use mean for the whole clip

Feature Extraction

SVM classifier distinguishes the

personality group using speech

features

Personality Analysis

SVR regression model predicts

the emotional valance using

speech features

Emotional Valance

Prediction

Each personality group is

compensated differently for

each emotion

Compensation

Speech signal

Fig. 1. Overview of the proposed framework. A Regression
model is trained to estimate the valance label and a classi-
fier model is trained to estimate cluster membership of the
test subject. Using PSO, the regression model is optimized
by searching each personality cluster’s error minima. Final
output label is predicted by compensating the difference be-
tween the optimal valance label for a certain cluster and the
initial valance labels used for training.

We use an unsupervised clustering method that can figure
out the similarly annotated speakers and group them to-
gether by tagging a cluster label. The clustering quality
is dependant on the variation among speakers as well as
the number or number (K) of clusters. It is advised that
silhouette measure should be kept within acceptable lim-
its. An iterative approach is used to group the data into
a pre-determined K number of clusters by minimizing a
cost function ζ that is calculated as

ζ =
n

∑
i=1

∥∥di −C j
∥∥2 . . . . . . . . . . . (2)

where C j is the center of jth cluster and is the center near-
est to data object di, n is the number of elements in data
set, which in our case is 6. Gender is a categorical vari-
able, so for our purpose we can assume the two numeric
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Fig. 2. Overview of unsupervised K-means clustering and
SVM training for cluster member recognition.

values for two genders [2].
After unsupervised clusters are formed, speakers are

automatically labeled by their assigned cluster indexes.
Then in the next step, a linear SVM classifier is trained to
recognize the cluster membership from extracted speech
features. An overview of the clustering and training of
personality label recognition is shown in Fig. 2.

2.2. Regression Model for Emotional Valance
In affective computing community, emotions are

mostly measured on two dimensions of arousal-valance
scale. In this research work, we only focused on the
valance dimension due to the unavailability of a dataset
with a high variance in arousal. Figure 3 shows the re-
gression training model and the optimization process. We
use the extracted acoustic speech features as the input to
estimate value of the emotional valance. This regression
model is trained repeatedly using marginally adjusted tar-
get valance outputs until the RMSE (Root Mean Square

Error) minima is reached. The regression model can be
based on various intelligent algorithms. SVR is one of
the frequently used regression models for prediction of
the emotional valance (such as by [9]). An analysis by
[11] also regards it as a high-performance model. We use
the extracted speech features as input and the emotional
valance as the target output of a liner kernel SVR model.
Using the K-folds validation method, the validation pre-
diction of each training subject is measured then RMSE
is calculated for the trained model. Lower the RMSE, the
better the model is considered. Our objective is to min-
imize the RMSE for the whole training set, so we adjust
the target valance output for each personality group and
train the model again until RMSE minima are reached.
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Fig. 3. Proposed method using the Particle Swarm Opti-
mization (PSO) for searching target outputs with least error
minima for each cluster. Each cluster is treated as a swarm
with its members as individual particles. After minima are
reached, the optimized target output value of the whole clus-
ter is averaged into one to be used for testing.

The 6th International Workshop on Advanced Computational Intelligence and Intelligent Informatics (IWACIII2019)
University of Electronic Science and Technology of China, Chengdu, China, Nov. 1-5, 2019 3



Abdul, R. et al.

2.3. PSO Optimization of the Target Outputs
For the optimization of the regression model, each clus-

ter is treated as a swarm and its members as particles. Our
goal is to locate the target output set (that can be different
for each cluster) that minimizes the validation of the re-
gression model for the whole training set. When all clus-
ter swarms narrow down on their optimal target outputs,
the whole training set achieves better RMSE and regres-
sion R2. Initially, all clusters have the same target outputs,
but with each iteration, clusters move away from the ini-
tial targets to their own best performance targets. After
optimization, the target outputs of all members of a clus-
ter are averaged into a cluster average. In each iteration,
the velocity and position of the target output of each mem-
ber of the cluster are updated by using the combination of
both, the individual best and the cluster’s best minima.
The change in target in next iteration can be defined by
velocity vi(t +1) as

vx(t) = x̂i(t)− xi(t) . . . . . . . . . . . (3)

vc(t) = c(t)− xi(t) . . . . . . . . . . . (4)

vi(t +1) = wvi(t)+ c1r1[vx(t)]+ c2r2[vc(t)] . (5)

and the position xi is updated in next iteration as

xi(t +1) = xi(t)+ vi(t +1) . . . . . . . . (6)

where xi(t) is the current position of the individual i for
iteration t, x̂i(t) is the individual best minima, vx(t) is in-
dividual’s displacement from its own best minima, vc(t)
is the displacement from cluster’s best minima c(t). c1
and c2 are acceleration coefficients which keep the bal-
ance between the convergence speed and explored area.
And r1, r2 are the random values (0 ≤ r1,r2 ≤ 1) to pro-
mote search in the unexplored space.

When a test subject is tested with the optimized trained
regression model, it will output the valance label, and the
personality cluster classifier model will output the cluster
membership labels. Using a compensating look-up table,
both outputs are used to figure out the valance label in the
initial framework terms.

3. Experimentation

To test our presented approach, the experiments are car-
ried out in python 3.7.0 and MATLAB R2018a on the
computer of the 64-bit Windows 10 system with 8G mem-
ory. CPU of the computer used in experiments is Intel
Core i7-8550U.

3.1. RAVDESS Dataset
The dataset we used for experimentation is Ryerson

Audio-Visual Database of Emotional Speech and Song
(RAVDESS) [13]. This dataset was specifically designed
for research on basic emotions and originally does not in-
clude the Big-five personality annotations. But due to the
quality, clarity, uniformness of the recordings, we decided
to use it by first annotating the personality factors using

the same method as used by Big-five annotated dataset
collectors [18, 22]. This dataset comprises of recordings
by 23 gender-balanced (12/11) actors performing the act
of various basic emotions. During annotation collection,
we only used the emotionally-neutral clips so that there is
no bias because of short-term emotions. Out of total of
2452 recordings available, 2392 recordings of 23 actors
were used for feature extraction and classification learn-
ing.

Table 1. Description of dataset used for experimentation.

Attribute Description Scale
Gender 12 M, 11 F Binary (1 or 2)

Valence
[13]

Neutral, calm,
happy, sad,
angry, fearful
disgust, surprised

Initial valence
is assumed
1,2,...,8
respectively

Personality

Openness,
Conscientiousness,
Extraversion,
Agreeableness,
Neuroticism

Each trait rated
by 4 raters from
-4 to +4 using
BFI-10 [19]

Speech
features

41 acoustic
features extracted
using YAAFE [15]

Normalized

3.2. Speech Features Extraction
There are few open source tools available for audio fea-

ture extraction and are being used for SER research works
[21]. In our work, we chose to use YAAFE (Yet Another
Audio Feature Extraction) toolbox [15] v0.64 to extract
features from the speech database. Total of 41 features
were extracted from each recording for analysis. Each au-
dio WAV file is segmented into 1024-bytes blocks consec-
utive blocks overlapped by 50 percent. Then each block
is used for feature extraction separately. Average for the
whole audio clip for each feature is then compiled from
feature values of all blocks.

3.3. K-means Clustering and Classifier Learning
RAVDESS database originally does not include per-

sonality annotations, so we annotated each speaker our-
selves using the BFI model [18]. All speakers were rated
for their personality traits on a scale from -4 to +4 by 4
raters. Then a rounded average of all raters was assumed
as the apparent scores of five traits for all speakers. Six
input variables, i.e., 5 personality trait scores, and gender
were used to perform K-means clustering which led to 7
clusters of all 23 speakers; each cluster containing 3 or 4
speakers. Training/testing sets were divided by 20/3, tak-
ing 3 test subjects from 3 different clusters. RAVDESS
dataset has relatively fewer speakers but the amount of
data per speaker is relatively high; around 100 recordings
per speaker, varying across 8 basic emotions. For 7 clus-
ters, a mean Silhouette measure of 0.554 was achieved.
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The centers of clusters on 5 personality traits (on a scale
of -4 to +4) and gender are shown in Table 2.

Extracted features were then fed into a machine learn-
ing phase where classifiers were trained to classify be-
tween the cluster memberships. The SVM binary clas-
sification algorithm searches for the best hyperplane that
splits the feature data into two classes. MATLAB Statistic
and Machine Learning Toolbox was used for both types of
classification. Liner and quadratic kernel SVM were both
tested to see which one yields better results. K-fold Cross
Validation method with 5 folds was used for validation of
the training set.

Table 2. Centers of 7 clusters on 6 personality dimensions
and number of speakers (Nc) in each cluster.

Traits Cluster No.
C1 C2 C3 C4 C5 C6 C7

O -2 4 0 1 -3 -4 2
C 3 -1 3 2 -1 2 -2
E 2 4 2 -3 -4 -4 -2
A -1 3 2 2 0 -3 2
N -1 2 2 3 -4 -2 -2

M/F 1 0 1 0 1 1 1
Nc 3 4 4 3 3 4 2

3.4. Regression Model and Optimization
Our dataset is labeled with 8 different basic emotions

labels as scalar values from 1 to 8. This scalar model is
assumed based on the valance of emotions in a non-linear
order of neutral, calm, happy, sad, angry, fearful, disgust,
surprised. Since the activation/arousal dimension is not
used in our model, the non-linearity of valance helps the
regression training model to learn the complexity. Ini-
tial labels were fed into the optimization scheme as target
outputs. A hundred iterations of PSO were tested, and it
leads to different target outputs for different emotions for
different clusters. Finally, a cross-referencing table was
created that refers to the optimized valence for each clus-
ter’s each emotion in order to compensate the estimated
value of valance to predict the initial value of valance. Ta-
ble 3 shows the final centers for each cluster’s each emo-
tion. For testing, three test speakers (312 recordings out
of 2392) were tested with the trained model. First, their
personality cluster was predicted, then the valance value
for each emotion was predicted, then by cross-referencing
the compensation table, the emotion with the nearest pre-
dicted valance is stated as output.

3.5. Experimental Result and Analysis
The results of the experiment on the RAVDESS dataset

for personality cluster membership prediction are shown
in Table 4. For cluster membership prediction a quadratic
kernel SVM performs with better accuracy as compared
to the linear kernel. So for personality based optimization
of PSO-SVR, only the quadratic kernel SVM for cluster
membership prediction was used.

Table 3. Initial Valance (IV) and the final PSO optimized
valance centers for each cluster’s each emotion.

IV Optimized valance centers for clusters
C1 C2 C3 C4 C5 C6 C7

1 -1.4 -1.2 -1.2 -1.5 -1.4 -1.6 -0.7
2 0.72 1.54 1.07 0.82 0.84 0.47 1.80
3 2.08 1.54 1.83 1.95 1.51 1.72 2.28
4 4.09 4.70 4.33 4.21 4.27 3.92 4.63
5 4.87 5.08 5.29 5.24 5.06 5.16 5.25
6 7.09 7.40 7.35 6.85 7.08 7.25 7.76
7 8.94 8.96 8.78 9.24 9.13 9.48 9.68
8 10.8 10.4 10.8 10.2 10.4 10.5 10.4

A comparison of results of an SVR model trained using
the initial valance values vs with the optimized valance
values for each cluster is given in Table 5. Coefficient of
determination R2 and RMSE improves when personality
clustering is used in the optimization scheme. This could
be due to the broader definition of variability in the an-
notations. One big observable difference is the difference
between the training and testing set regression accuracy;
without the dedicated optimization, R2 drops by 24% for
the testing set. This clearly indicates the importance of
similar speakers’ group association that learns to distin-
guish between the 7 clusters. We divided the training and
testing set such that test speakers were not used in training
set, but 2 or 3 personality-wise similar speakers were still
in the training set. When the SVM classifier distinguishes
the new member as similar to a certain cluster just by us-
ing the audio features, it narrows down the error margin
for the SVR. Hence, adding a personality recognition fea-
ture is narrowing down on the variation in the apparent
valance of a certain emotion. In RMSE, the drop is not
significant, reason might be the non-linear valance label-
ing of emotions. In the future, we intend to experiment
with a dataset with a more linear valence labeling as well
as the arousal labeling. Meanwhile, the R2 values are a
prominent indicator that optimizing the valance scale us-
ing personality tuned framework increases the reliability
of an SER system when new test subjects are tested on it.

Table 4. Validation accuracy of SVM classifier trained for
personality cluster membership prediction using 41 audio
features as input. Quadratic kernel achieves better accuracy
as compared to the linear kernel.

Model Parameters Accuracy
SVM Linear Kernel 66.3%
SVM Quadratic Kernel 83.7%

4. Conclusion

Speech emotion recognition is currently facing a cold-
start challenge, i.e., the recognition accuracy drops as
soon as a new speaker is tested with an already trained
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Table 5. Results of the experiment on RAVDESS dataset
for comparison between a linear SVR model trained with
the global initial values of emotional valance vs the linear
SVR model that uses the PSO optimized values of emotional
valances based on personality cluster membership prediction
to minimize the RMSE.

Target Output Valence RMSE R2

Train Test Train Test
Global Initial Values 1.56 5.58 0.32 0.03
Clusters’ PSO Values 1.53 3.02 0.26 0.24

system. The variation in speakers causes the recognition
accuracy to steep lower when training and testing sets are
unmatched by a number of factors. To keep the accuracy
from dropping across varying speakers, our approach is
to differentiate the scale on which emotions are measured
for different groups. We presented a method that utilizes
the personality of speakers to classify them into similar
groups so that short-term emotions can be better recog-
nized by a supervised regression model. By first clus-
tering the annotations of personality using the K-means
algorithm we proposed to train a classifier to classify sim-
ilar speakers, then any new speaker is automatically as-
sociated with its nearest similar group of speakers. This
cluster association helps our system in recognizing com-
mon paralingual features of similar speakers. By using the
PSO optimization, our method optimizes the better suited
valance value for each group’s each emotion instead of
using the global valance values. With experiments on the
RAVDESS dataset, results indicate an improvement in the
reliability of SER using our method.

With the upcoming challenges in SER, there is a higher
need for speaker adversarial methods, thus keeping the
tracks of variations in speakers has become important.
We showed that with only within a sample of 23 speak-
ers, the gap between the trained and test accuracy reduces
when some long-term characteristics of speakers are con-
sidered. However, using this method on a vast scale re-
quires a high labeling cost. In the future, further research
needs to be conducted to make this process easier, simpler
and less supervised.
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